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6 Introduction

This technical document describes a functional low-cost SONET/SDH OC-192 interface for very short reach (VSR) applications.

The VSR interface utilizes four 2.5 Gbps vertical cavity surface emitting lasers (VCSEL) and a 4 fiber cable to transmit the OC-192 frame over ‘very short’ distances of up to 300m. The four fiber solution leverages the low cost parallel fiber VCSEL based technology currently being deployed in many optical backplane applications for digital crossconnect systems, terabit routers and terabit switches. Four fiber solutions are also being specified in the ANSI Fibre Channel standard and the Infiniband Industrial consortium. These applications and the VSR OC-192 applications have very similar optical power and jitter link budgets. The four fiber VSR OC-192 solution will map the OC-192 frame onto the parallel optical link with no bandwidth expansion and no overwriting of the SONET overhead bytes to maintain compatibility with SONET OC-192 overhead processors and framers.

The target performance of the four fiber VSR interface is to transmit the OC-192 data over 300m of 50 µm-core multimode (MM) ribbon fiber cable.

This document defines the functions for mapping from the OC-192 framer interface to the parallel optical interface. It also defines the optical interface. The electrical interface from the framer conforms to the common electrical interface defined in the ratified OIF99.102 proposal.

6.1 Application

The application of the OC-192 VSR interface is to interconnect co-located equipment. Due to the short distances, use of interfaces designed to achieve longer distances, results in unnecessary cost and complexity. Examples of equipment that is often co-located within a central office and often interconnected are:

1. Routers,
2. Dense Wavelength Division Multiplexer (DWDM) terminals, and
3. SONET/SDH Add-Drop Multiplexers (ADMs).
7 Functional Overview

The OC-192 VSR is a bi-directional interface. A schematic of the VSR interface functional block diagram is illustrated in Figure 1.

7.1 Transmit Direction

- The “converter” device receives a 16-bit 622 Mb/s LVDS electrical signal from the OC-192 framer chip as defined in OIF99.102.

- The transmit data interface is source synchronous (i.e. the required 2.5 Gb/s high-speed data is synchronous with the 622MHz clock received from the OC-192 framer chip).

- The 16 bit parallel bus shall be mapped onto 4 parallel channels.

- Each channel contains OC-192 scrambled data demultiplexed into four channels. No additional scrambling or descrambling is performed by the converter device. Each individual channel will have 48 A1A2 SONET framing bytes (identical to an OC-48 data stream)
  - The A1A2 boundary is used to de-skew the four channels at the receiver.
  - The 4 channels are forwarded to the parallel optics transmitter that transmits the data along the 4 optical fibers in the ribbon fiber at a bit rate of 2.488 Gb/s per channel. The interface to the optical fiber is the MTP® (MPO) connector\(^1\).

---

\(^1\) The MTP is a registered trademark of US Conec

Figure 1: Functional block diagram of OC-192 four fiber VSR interface
7.2 The Receive Direction

- The parallel optical interface receives 4 optical signals from the fiber ribbon cable.
  - Each channel shall operate at 2.488 Gb/s.
  - The parallel optics receiver converts the signal to an electrical equivalent.
- The receive portion of the SERDES shall perform clock and data recovery on each channel.
- It will also de-skew the individual channels, by using the A1A2 boundary, to compensate for any inter-channel skew that may occur due to propagation delay differences between the channels.
- The “converter” shall recombine the 4 channels of data to a 16-bit wide data bus operating at 622 Mb/s. It shall not overwrite or replace any of the SONET framing or overhead bytes.
- The SERDES shall provide a 16-bit parallel 622 Mb/s LVDS signal for connection to the OC-192 framer chip retimed with a 622 MHz output clock.

7.3 Auto-Detection of Fiber Ribbon Cable Crossover

- The “converter” shall not auto-detect whether the fiber ribbon cable has a crossover. The ribbon fiber shall be constructed to avoid any crossovers of the fibers. Link polarity is to be maintained through the use of keyed adapters. The keyed concept enables the use of point to point, multiple interconnect or crossconnected links.

7.4 Loss of Synchronization

- The “converter” shall detect a loss of synchronization (LOSyn) on any single channel within the 4 data channels, and indicate a loss of sync condition.

7.5 Fiber Ribbon (See Figure 5)

- The fiber ribbon shall be eight 50µm multimode optical fibers as specified by ANSI TIA/EIA-455-30B.
- Each fiber shall carry a separate channel.

7.6 OC192 Mapping to Data Channels

- The OC-192 frame shall be striped 2 bytes at a time across the 4 data channels.
- The first 2 bytes of the OC-192 frame shall be transmitted on channel 0, and the striping continues across the channels as shown.
- At the receiver, once the channels have been re-aligned, the reverse mapping shall re-assemble the OC-192 frame.
7.7 Channel Encoding and Frame Delimiting (see Figure 4 & Table 1)

- Each channel shall maintain the original scrambled codes generated by the OC-192 framer.
  - The SONET/SDH A1A2 byte boundary shall be used for frame alignment and channel deskew.
  - The receiver has skew tolerance of at least 10 ns (typical inter-channel skew on a ribbon cable is 10 ps/m).

- The receiver in the converter shall use an algorithm to find the frame delimiters that is robust to local bit errors that may affect an individual frame delimiter.
7.8 **Loss of Synchronization (LOSyn)**
- Loss of synchronization (LOSyn) is a state that shall exist when a channel is considered to be not operating
- The LOSyn algorithm shall be based on looking for A1A2 boundaries.

**Figure 2: LOS State Machine**

[Diagram of the LOS State Machine]

- **In Sync**
  - Error or Ch_Lock_Reset
  - Re-Sync to compensate for the skew

- **Re-Sync**
  - Error or Ch_Lock_Reset
  - FP’s detected on all 4 channels within deskew window

- **Acquiring Sync**
  - FP Detected on (at least) one channel

- **No Sync**
  - Error or Ch_Lock_Reset
  - FP’s not detected on all 4 channels within deskew window or Error or Ch_Lock_Reset

- **Reset**
  - Error means "OOF" or "CRU Loss of Lock" on any one of the channels

**FP means Framing Pattern:** First A1 byte of A1A2 framing sequence is present in the data.
7.9 Out Of Frame State Machine
The Out of Frame (OOF) state machine is used by individual channels to indicate frame alignment. The OOF state machine searches the incoming data streams for the A1-A2 byte boundary with the correct 125 us separation.

Figure 3: OOF State Machine

8 Interface Specifications
There are two interface specifications: The electrical interface to the OC-192 framer and the optical interface to the parallel ribbon fiber.

8.1 Electrical Interface
This interface shall be compatible with the OIF contribution OIF99.102. No further details will be given in this document.
8.1.1 Jitter budget

![Diagram of Jitter test points]

**Figure 4: Jitter test points**

<table>
<thead>
<tr>
<th>Compliance point</th>
<th>TP1</th>
<th>TP2</th>
<th>TP3</th>
<th>TP4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jitter Budget</td>
<td>TJ (UI)</td>
<td>0.27</td>
<td>0.46</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>TJ (ps)</td>
<td>108</td>
<td>184</td>
<td>208</td>
</tr>
<tr>
<td></td>
<td>DJ (ps)</td>
<td>28</td>
<td>76</td>
<td>76</td>
</tr>
</tbody>
</table>

**Table 1: Jitter budget**
8.2 Optical Interface

- The OC-192 VSR optical interface shall meet the specifications given in Table 2.

- The interface will transmit on 50μm multimode ribbon fiber. The target distances are shown in Table 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min.</th>
<th>Max.</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_{out}$</td>
<td>-8</td>
<td>See footnote</td>
<td>dBm</td>
</tr>
<tr>
<td>$\lambda_c$</td>
<td>830</td>
<td>860</td>
<td>nm</td>
</tr>
<tr>
<td>Extinction ratio</td>
<td>6</td>
<td></td>
<td>dB</td>
</tr>
<tr>
<td>$\Delta \lambda_{rms}$</td>
<td>0.85</td>
<td></td>
<td>nm</td>
</tr>
<tr>
<td>$T_{rise}/T_{fall}$ (20-80%)</td>
<td>140</td>
<td></td>
<td>ps</td>
</tr>
<tr>
<td>RIN</td>
<td>-116</td>
<td></td>
<td>dB/Hz</td>
</tr>
</tbody>
</table>

| Receive                       |      |      |       |
| $P_{in}$                      | -16  | -3   | dBm   |
| $\lambda_c$                   | 830  | 860  | nm    |
| Return loss                   | 12   |      | dB    |
| Signal detect – asserted      | -16.5/-22 | dBm |
| Signal detect-de-asserted     | -24/-31 |     |
| Signal detect hysteresis      | 0.5/2 |      | dB    |

Table 2: Optical Interface Specifications

Notes:
1. All specifications are per channel and at the end of a 2m patchcord.
2. In the event of accidental transmitter to transmitter connection, no damage shall occur that will prevent the continued operation of the transmitter module within specification.
3. Output power for combined channels will be compliant with FDA Class 1 and IEC Class 3A eye safety requirements (all channels aggregated).
4. All receiver specifications are per channel.
5. Receiver sensitivity shall be such that the BER $\leq 10^{-12}$ with the minimum optical power and worst case extinction ratio including the optical path penalty (includes 1.5dB loss for connectors).
6. Signal detect signal is asserted when all channels are active. Signal is de-asserted when one or more channel’s power drops below threshold.
Figure 5: Connector/Fiber ribbon Orientation

Figure 6: MTP Connector Interface
Note: Middle 4 fibers are unused
Note: Receptacle contains male guide pins
Note: Receptacle key location (top or bottom) may be vendor specific but must guarantee correct fiber orientation per fig. 5.
### Table 3: Target Distance

<table>
<thead>
<tr>
<th>Fiber Effective Modal bandwidth^3</th>
<th>Target Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>500 MHz.km^1</td>
<td>300m</td>
</tr>
</tbody>
</table>

Notes:

1. Work is currently underway in TIA FO2.2 to standardize multimode fiber characterization with laser launches. For reference see:
   - Draft FOTP203: Launched Power Distribution Measurement Procedure for Graded-Index Multimode Fiber Transmitters
   - Draft FOTP xxx: Restricted launch requirements for Multimode Fiber bandwidth measurements

2. Advanced fiber under study to achieve >500m distances. Launch conditions currently under study by TIA FO2.1.

### 8.3 Optical connector

- The optical connector shall be the MTP™ (MPO).

Connector references:

1. IEC 61754-7 Fiber Optic Connector Interfaces - Part 7: Type MPO Connector Family
2. EIA/TIA-604-5 "Fiber optic Connector Intermateability Standard" (FOCIS 5)
3. JIS C 5891-1993
4. HIPPI 6400-OPT (final stages of approval, MTP has been adopted)
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