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Links in an AI Compute Pod
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There are broadly 5 types of links used in an AI Compute Pod

4 Scale-out 
(UEC / InfiniBand / Ethernet / etc.)

3 Scale-up  
(UALink / UEC / NVLink / SUE, etc.)

5 Ethernet

Memory I/F (CXL/PCIe)2
HBM I/F 

Compute I/O1
(PCIe/CXL/D2D/UCIe)



AI Compute aggregates Pods with Scale-out links
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Pods are interconnected with low 
latency Ethernet scale-out network 
There are broadly 5 types of links 

used in AI Compute

Front-end Switches

Scale-out Switch Scale-out Switch

Memory I/F (CXL/PCIe)

Compute I/O

2

5

1

3

4

HBM I/F 

Scale-out 
(UEC / InfiniBand / Ethernet / etc.)

Scale-up  
(UALink / UEC / NVLink / SUE / etc.)

Ethernet

(PCIe/CXL/D2D/UCIe)



AI Compute Requirements
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Key requirements from hyperscalers 
are summarized in the table

We will focus on the requirements 
for link types 3 & 4 



What reaches are needed?
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Scale-up reaches are shorter 
than scale-out reaches

Dual rack PodDual rack Pod

Scale-up (low latency within Pod links)

Scale-out (low latency between Pods)

Scale Out Switch Scale Out Switch Scale Out Switch
< 100m, typically optics today

< 20m, typically copper today

3

4

Dual rack Pod



Sender
Time

Receivert = 0

t = 1

t = 2

t =3

Latency
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Very simplified scale-up example using CBFC (credit-based flow control)

Minimizing tail latency coupled with low BER improves effective link bandwidth

Transmits Flit #1 Receives Flit (Correct)
“ok”

Transmits Flit #2 Receives Flit (ERROR)
“err”

Re-transmits Flit #2 Receives Flit (Correct)
“ok”

Hypothetical example:
2 Flits received in the time for 3 transmissions
      Effectively ~ 66% of maximum transmission rate
          due to received Flits with uncorrectable errors

Job partitioned into tiles
assigned to accelerators

(exchanging large blocks of data)



Reliability
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Hardware Reliability

▸ AI architectures requires higher reliability
As work may be paused while awaiting 
repair

▸ Transceivers located behind the front panel
        are more difficult to replace and therefore
        need even higher reliability

Link Reliability

▸ AI architectures requires higher reliability
As failures (BER) can reduce the effective 
link bandwidth reducing compute 
performance

Replacing the longer copper links with optics enables larger Pods
But requires improved reliability over the typical optical transceiver



~ 2 T/mm with CPO
(co-packaged optics)

~ 0.9 T/mm with CPC
(co-packaged copper)

19.2T 19.2T19.2T 19.2T

substrate substrate

Transceivers

CPC connectorCPO

ASIC Escape Bandwidth Edge Density
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The ”edge density” requirement comes from 
matching the transceiver density to the 
electrical interface density at the ASIC

Typically, this results in lower power due to 
the shortened electrical channels which 
avoids electrical fanout



Energy Utilization 
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~ 2 T/mm with CPO
(co-packaged optics)

~ 0.9 T/mm with CPC
(co-packaged copper)

Very short electrical channel
Use non-retimed (linear) interface (~4-6 pJ/b)

Longer electrical channel
Non-retimed (linear) with a good SerDes and channel

Or Tx retimed (RTLR) or fully retimed ( < 12 pJ/b)

A B



Energy Utilization and Edge Density
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Visualizing the Tradeoffs

Mapping technologies against the 
requirements:

▸ Energy Utilization 
▸ ASIC Escape Bandwidth Edge 

Density

OSFP

CPCNPC CPO



Summary

The next generation of AI Compute will need larger Pods
• Optical links can enable these larger Pods

The OIF is working with its members from across the eco-system to find the best 
solutions among the various trade-offs while balancing scalability and manufacturability:

• CPO vs CPC

• Minimizing latency

• Lower energy utilization

• Improved hardware and link reliability

Come see the OIF’s Energy Efficient Interfaces (EEI) demos at C3425
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Thank-you
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