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Overview

•  Intro to CMIS
• Data Path State Machine (DPSM):

• Applications advertising - Key link to both DPSM & NPSM 

• DPSM Configuration: Commissioning and Provisioning

• The Network Path State Machine (NPSM)
• What problems is this solving?

• Implementation and operation

• Advanced Implementation
• Multiplexing

• Reconfiguration
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CMIS: What & Why?

• CMIS in its own words:
• This Common Management Interface Specification (CMIS) defines a generic 

management communication interface together with a generic management interaction 
protocol between hosts and managed modules.

• C = Common, with CMIS covering applications including QSFP-DD, OSFP, LPO, etc
• CMIS is the base document, with supplementary documents covering specific applications

• Key People:
• Editor:  Stefan Langenbach (Cisco)
• Management Track Chairs:  Ian Alderdice (Ciena) & Gary Nicholl (Cisco)

• Where to find CMIS:
• https://www.oiforum.com/technical-work/implementation-agreements-ias/#Management
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CMIS Supplementary documents

• Extensions of CMIS cover the following application spaces
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CMIS register space

• The register map is provided in CMIS 5.3 section 8

• CMIS pages are 128 Bytes each

• There is one Lower page (00h), and multiple Upper Pages (00h-FFh)
• Pages are referenced in Hex, Addresses in Decimal – Beware of confusion

• CMIS defines Banked and Unbanked pages

• The register map provides full details of the implementation. 

• Note: A shorthand for referencing addresses is:
• Bytes: Bank:Page:Byte ex: 0:10h:128-129
• Field: Page:Byte.bits ex: 10h:128.7-4
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Module Terminology 
(at the risk of stating the obvious)

• Various naming is used in the different sources - 
• Tx/Rx is used throughout CMIS

Tx / Egress / Onramp

Rx / Ingress / Offramp

Host Tx Media Tx

Media RxHost Rx

Rx_Out
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Host Media
Optical or Electrical

Client Line



CMIS 
Memory 
Map
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State Machines
• CMIS defines a number of Management State Machines:

• Module State Machine governs the module behavior

• Data Path State Machine (DPSM) is used to configure and manage the supported 
applications
• In CMIS 5.0 the DPSM manages the full (Host + Media) configuration
• In CMIS 5.1 the Network Path State Machine is added

• The Network Path State Machine (NPSM) is used to configure and manage the media 
(line) side
• Modules implementing the NPSM may have a mix of DP and NP applications

• For hosts not implementing NPSM, DPSM is used for both host and media sides 
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Module State Machine

• The Module State Machine is 
illustrated here

• Timing of MgmtInit = 2 seconds

• Other durations advertised
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Configuring Data Path Applications

• CMIS defines a method of changing operating modes based on Application 
Descriptors
• Application descriptors include both Media side (Line) and Host side (client) 

configurations.
• A module will advertise one or more supported applications

• Max of 15 Applications are supported in CMIS ≤ 5.2

• A host configures a Data Path by: 
• Selecting an application, data path settings, and corresponding host electrical 

settings in a Staged Control Set (SCS)
• Loading the Staged Set into the Active Control Set (ACS)

• Applications are advertised in Lower Page and Upper Page 01h.
• Extended applications are available in CMIS 5.3
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Supported Applications Advertising

• Applications are advertised using Application Descriptors through 
appsels
• Lower Page includes the first 8 Appsels

• Upper Page 01h provides the next 7 Appsels

• CMIS 5.3 provides additional groups of 15 Normalized Applications 
Descriptors (NADs) advertised in page banked page 1Ch
• NAD’s are not currently covered in this document

• From the standpoint of the DPSM and NPSM, NADs simply increase the 
number of applications that can be advertised
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Application Definition Example: 400ZR / 
(400GbE + 4x100GbE) 

Byte
Bits

AppSel Code Name
Value

Description
85 7-0 N/A Module Type  encoding 02h Optical Interfaces: SMF
86 7-0

001b

Host Electical Interface ID 11h 400GAUI-8 C2M
87 7-0 Module Media Interface ID 3Eh 400G-ZR

88
7-4 Host Lane Count 8h 8 Host Lanes
3-0 Media Lane Count 1h 1 Media Lanes

89
7-0

Host Lane Assignment Options
01h Permissable First Host Lane for 

Application: Lane 1

01h:176
7-0

Media Lane Assignment Options
01h Permissible First Media Lane for 

Application: Lane 1

90 7-0

010b

Host Electical Interface ID 0Dh 100GAUI-2 C2M
91 7-0 Module Media Interface ID 3Eh 400G-ZR

92
7-4 Host Lane Count 2
3-0 Media Lane Count 1

93
7-0

Host Lane Assignment Options
55h

1, 3, 5, 7

01h:177
7-0

Media Lane Assignment Options
01h

1 Media Lanes

94
7-0

011b

Host Electical Interface ID
FFh End of List of Supported 

Applications

95 7-0 Module Media Interface ID 0

96
7-4 Host Lane Count 0
3-0 Media Lane Count 0

97
7-0

Host Lane Assignment Options
0

01h:178
7-0

Media Lane Assignment Options
0

SFF-8024 defines 
Interface ID’s
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DPSM Configuration

• Data Paths are configured by:
1. Creating a Staged Set Application

2. Applying the Staged Set

3. Initializing the Application

1

2
3
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Data Path State 
Machine
• The Data Path State Machine is 

illustrated here

• CMIS defaults DPDeactivated to false

• For DP applications this state 
machine controls the line and host 
sides

• In CMIS 5.1 the NPSM was 
introduced to handle 
multiplexing/uniplexing applications
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DP State and Active Set
• Page 11h displays the DP state, as well as the Active Contol Set
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DP Configuration status

• Error Codes:
• 11h:202-205
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Network Path State Machine

• The Network Path State machine is defined to allow the Media side to be brought up 
independent of the host side

• This allows:
• Multiplexing applications in which some (or all) ports are left un-initialized during the line side 

initialization
• Applications in which the host traffic is not available when the line is initialized
• Host traffic reconfiguration

• Multiplexed clients can be provisioned without the NPSM, by provisioning all host lanes 
in a Staged Set, and initializing simultaneously
• This requires valid electrical signals on all host lanes when the data paths are initialized.

• Selection between mission-mode traffic and module generated replacement signals is 
supported
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Network Path (NP) module – conceptual block diagram
In a NP module one or more data paths (where  each data path is associated with a separate host interface) 
are mapped onto the media interface associated with a network path

Note: Only one direction shown for clarity.

See: Gary Nicholl: https://www.oiforum.com/get/52355 18
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Application Overview
NP Application

DP Application

• In both cases an Application associates a group of host lanes to a group of media lanes
• A DP Application contains a single data path
• A NP Application contains a single network path and one or more host paths
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NPSM Provisioning
• Applications advertised in Lower Page, Upper Page 01h are used to define host and media 

identifiers – This is unchanged from the DPSM
• New advertising bits identify an application as a DP or NP application

• For NP applications:
• The Media side provisioning is performed through the NPSM
• The Host Paths are controlled by a modified DPSM

• DPDeactivateS is forced to TRUE, limiting the steady states achievable to DPDeactivated and DPInitialized

• Application Selectors are loaded using the Page 10h Staged Sets

• The Network Path is configured using the Network Path Configuration Staged Sets in Page 16h

• NPSM instances will default to values corresponding to the default application:
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CMIS NPSM

NPSM largely mirrors 
the DPSM
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Network Path Applications
• For a Network Path (NP) application the host is still controlled by the 

DPSM
• In a NP application the Host Path is controlled by the legacy DP registers
• When operating as a HP, the DP only operates on the host portion of the 

application
• Achievable steady states are DPDeactivated and DPInitialized

• Media side and Tx control is performed by the NPSM

• In NP Applications the HP and NP are independently provisioned and 
initialized
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Page 16h: Network Path Functionality

Note: NP State Change Flags are in Page 17h
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NPSM Applications Advertisement
• Registers 16h:248-249 define each 

application as being a DP Application or 
NP Application

• If Bytes 248 & 249 = 00h, the 
applications are all managed entirely by 
the DPSM
• Modules not implementing NPSM (including 

pre CMIS 5.1) will set these bits to zero

• Hosts not implementing the NPSM (CMIS 
5.0) will ignore these bits

• A mix of DP and NP applications is possible
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Application Definition Example: 400ZR 
(400GbE & 4x100GbE): NP Application 
Byte

Bits AppSel 
Code Name

Value

85 7-0 N/A Module Type  encoding 02h
86 7-0

001b

Host Electical Interface ID 11h
87 7-0 Module Media Interface ID 3Eh

88
7-4 Host Lane Count 8h
3-0 Media Lane Count 1h

89
7-0

Host Lane Assignment Options
01h

01h:176
7-0

Media Lane Assignment Options
01h

90 7-0

010b

Host Electical Interface ID 0Dh
91 7-0 Module Media Interface ID 3Eh

92
7-4 Host Lane Count 2
3-0 Media Lane Count 1

93
7-0

Host Lane Assignment Options
55h

01h:177
7-0

Media Lane Assignment Options
01h

94
7-0

011b

Host Electical Interface ID
FFh

95 7-0 Module Media Interface ID 0

96
7-4 Host Lane Count 0
3-0 Media Lane Count 0

97
7-0

Host Lane Assignment Options
0

01h:178
7-0

Media Lane Assignment Options
0

Legacy modules would default 
Page 16h to 0’s --> DP Only

Byte Bit Name Value Hex Value App Type

248

7 ExtAppDescriptor15

00h

0 -

6 ExtAppDescriptor14 0 -

5 ExtAppDescriptor13 0 -

4 ExtAppDescriptor12 0 -

3 ExtAppDescriptor11 0 -

2 ExtAppDescriptor10 0 -

1 ExtAppDescriptor9 0 -

0 ExtAppDescriptor8 0 -

249

7 ExtAppDescriptor7

06h

0 -

6 ExtAppDescriptor6 0 -

5 ExtAppDescriptor5 0 -

4 ExtAppDescriptor4 0 -

3 ExtAppDescriptor3 0 -

2 ExtAppDescriptor2 1 NP

1 ExtAppDescriptor1 1 NP

0 - 0 Unused

Page 16h
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NP Configuration – high level view of a possible stepped configuration

• In Module Low Power:

• Host sets DPSM to DPDeinit (Page 10h:128) and NPSM to NPDeinit (16h:160)

• Application is configured into the Active Set (p10h), copying from a staged set, as in DP applications

• NP Staged Control Sets 0 &/or 1 (16h:128-135, 16h:136-143) are configured 

• Active NP is written from NP SS 0 (16h:176) or NP SS 1 (16h:177) to the Active Set (16h:192-199) using ApplyNPInit

• ApplyNPInit does not Initialize the NP

• Configuration Status is available in 16h:178-181

• NPInitPending is advertised in 16h:204 when the Active Set has not been initialized

• Signal Source selection on the Rx and Tx directions configured in 16h:162-163

• Network Path is initialized by setting 16h:160.n bit n to 0 for all host lanes feeding the NP, removing Deinit

• Host paths are initialized by setting 10h:128.n bit n to 0 for all host lanes being used
• Host and Network initialization can be performed in either order
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Network Path Provisioning
• The Network Path is provisioned to indicate the lanes feeding the NP:

• NPID Indicates the first host lane feeding the NP

• Each lane indicates whether it is in use as part of an NP application
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Staged NP Sets
• Two staged sets are available.

• NP Stage sets configure which host lanes are part of an NP

NPIDLane<i>  is defined as the number 

of the first host lane feeding the 

Network Path, decremented by one.
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NP SCS examples

800G media side 400G media side

Address 800GAUI-8 2x400GAUI-4 400GAUI-4 400GAUI-4

128 0001b 0001b 0001b 0000b

129 0001b 0001b 0001b 0000b

130 0001b 0001b 0001b 0000b

131 0001b 0001b 0001b 0000b

132 0001b 0001b 0000b 1001b

133 0001b 0001b 0000b 1001b

134 0001b 0001b 0000b 1001b

135 0001b 0001b 0000b 1001b



NP Control

• ApplyNPInit and NPDeinit are used to control NP configuration and the 
NPSM

29



NP Configuration 
Status

• On an apply, the configuration is 
evaluated, and a status is returned
• Note: Apply will be rejected unless the NP is 

in the NPdeactivated State
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Network Path Active Control Set
• The NP Active Control Set displays the configured NP
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NP States

• Following an apply, InitPending is set to indicate the NPSM has not initialized 
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Replacement Signals
Page 16h allows advertising and control of replacement signals

• Register 226 advertises support for Tx and Rx path replacement signals

• Registers 162 and 163 allow selection of replacement signals or traffic
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Multiplexing

• The NPSM can support multiplexing of mixed-rate host signals
• Mixed rate multiplexing is accomplished by programming a set of self-

consistent Appsels into the Active Set
• All lanes must have the same Media Identifier

• Multiplexing has a restriction that All Host Lanes must be operating at 
the same rate:
• 100GAUI-1, 200GAUI-2, 400GAUI-4 multiplexing can be supported
• CAUI-4 and OTL4.4 multiplexing is NOT supported
→ Although undesired this restriction is included to limit the advertising 
required for mixed rate multiplexing
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Multiplexing Advertisement

• Enumerated multiplexing structures 
are advertised

• Registers 228-231 advertise 
HostInterfaceID’s indicating the lane 
data rate

• Registers 232-247 are a bit mask for 
supported Mux structures
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Multiplexing Advertisement

Host Interface ID 0Dh = 100GAUI-2 : 50G lanes

100GAUI-2, 200GAUI-4, 400GAUI-8 → Same Mux Granularity
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Multiplexing Advertisement
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4Ch: 100GAUI-1, 200GAUI-2, 400GAUI-4, 800GAUI-8 
→ Same Mux Granularity : 100G Lanes



Reconfiguration

• Coherent modules typically support reconfiguration of host traffic when 
the Media side is unchanged 
• For example, running an 800ZR media side application allows reconfiguration from 

8x800GAUI-8 to 2x400GAUI-4 or (400GAUI-4)+(2x200GAUI-2) without line 
reconfiguration

• A Network Path requires configuration with (partial) Application 
Descriptors all containing the same Media ID
• The NP Active Set is defined by the # of lanes + Host Starting Lane Number
• This is identical for any mix of traffic with the same lane count & starting Lane

• Reconfiguration in which the Media ID Changes requires De-initializing the 
Network Path
• For example, changing from 800ZR to FlexO-8-DO must first de-Initialize the NP
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Threshold updates

• Prior to CMIS-5.3, no discussion of updating thresholds based on the 
Application was provided
• Different Applications may however have different optical power, BER, eSNR, etc.  

Levels at which warnings and alarms should be raised

• In CMIS-5.3, Page 02h and VDM thresholds may be updated after an 
application change
• For the DPSM, thresholds are updated after the DP reaches DPInitialized
• For the NPSM

• Media thresholds are updated when the NPSM reaches NPInitialized
• Host thresholds are updated after the Host Side reaches DPInitialized

• Host SW should read the thresholds  following (re)initialization
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New topics in CMIS 5.3

• Extended Appsels (NADs) have been defined in CMIS 5.3 to expand 
the addressable applications – see page 1Ch.

• Host Lane Switching – Allows redirection of Host Lanes to additional 
data paths
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Topics for evolution / further work 
(my opinions)

• NPSM Modules in legacy hosts
• Legacy hosts attempting to control a module’s NP application through the 

DPSM registers would fail
• Defaults would currently turn on the media side of a module as soon as the Module 

reaches Module_Ready

• More detailed Multiplexing Applications need definition
• CMIS restrictions on lane mixing are prohibitively and un-necessarily strict

• Improved muxing likely advertised through a CDB command
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Summary

• The NPSM was added into CMIS 5.1 to allow the media side and host 
side to be decoupled

• The NPSM Opens up more complex module behavior:
• Multiplexing

• Replacement signals

• In service traffic changes

• CMIS is continuing to evolve to allow standardized behavior
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Thank You!
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